1. Is "information science" about "information"?

This question sounds like a logical truism or a tautology, that is, an evident truth, which need no empirical investigations. I will demonstrate that this is not the case. We may seriously discuss what information is, what information science is and what the connections between these two concepts are.

There has been an endless stream of books and papers about “what is information” and what is information science”. Before writing more papers and books about these issues, I believe we should consider what we still need to know? How can we add something given this complexity of ideas is already put forward?

It is well known that a definition is not wrong or right, it is just more or less fruitful for a given purpose. The purposes we are talking about are theories and theoretical arguments: We construe meanings (concepts) as part of our development of theories and arguments. We may therefore ask:

- What theories (plural) is the concept of information part of?
- What theories are fruitful conceptual frames for “information science”?
- Which (if any) of the theories of information are fruitful conceptual frames for information science?

It has been suggested that we can have “information studies without information” (Furner, 2004). I tend to agree. However, since we have termed the field “information science” (or “information studies”) we should at least consider an understanding of the concept that supports our aims.

2. Defining information

Within information technology (IT) in particular as well as in fields inspired by IT the concept of information has been influenced by Shannon & Weaver's information theory from 1949, which made the measure BIT possible. A derivate definition is:

"In automatic data processing the meaning that a human assigns to data by means of the known conventions used in its representation. Note: The term has a sense wider than that of ordinary information theory and nearer to that of common usage". IFIP-ICC Vocabulary (1968).

Qvortrup (1993) provides an overview of the controversy over the concept of information and writes:

"Thus, actually two conflicting metaphors are being used: The well-known metaphor of information as a quantity, like water in the water-pipe, is at work [see
also conduit metaphor], but so is a second metaphor, that of information as a choice, a choice made by an information provider, and a forced choice made by an information receiver. Actually, the second metaphor implies that the information sent isn't necessarily equal to the information received, because any choice implies a comparison with a list of possibilities, i.e. a list of possible meanings. Here, meaning is involved, thus spoiling the idea of information as a pure "Ding an sich". Thus, much of the confusion regarding the concept of information seems to be related to the basic confusion of metaphors in Shannon's theory ["information theory"]: is information an autonomous quantity, or is information always per se information to an observer? Actually, I don't think that Shannon himself chose one of the two definitions. Logically speaking, his theory implied information as a subjective phenomenon. But this had so wide-ranging epistemological impacts that Shannon didn't seem to fully realize this logical fact. Consequently, he continued to use metaphors about information as if it were an objective substance. This is the basic, inherent contradiction in Shannon's information theory." (Qvortrup, 1993, p. 5).

Buckland (1991) analyses the concept of information. The word information can be used about things, about processes and about knowledge:

According to Buckland things can be informative. A stump of a tree contains information about its age on its rings - as well as information about the climate during the lifetime of the tree. In similar ways, everything can be informative: "We conclude that we are unable to say confidently of anything that it could not be information" (Buckland, 1991, p. 50. Underlining in original).

But if everything is information, then the concept of information is all-embracive. If the concept of information has no limits, it becomes too vague and useless. What kind of advise can that concept provide with regard to what to represent in information systems?

For a thing to be informative means that the thing may answer a question for somebody. The informativeness is thus a relation between the question and the thing. No thing is inherently informative. To consider something as information is thus always to consider it as informative in relation to some possible questions. We do not always realize this because it is mostly implied. It is implied, for example, that a paper about a disease may help answering questions about that disease. It is less obvious, however, that a meteorite from outer space may answer questions about the origin of life. A good deal of scientific knowledge is needed to understand why this is the case (and a claim about the informativeness of something is theory-dependent and may turn out to be wrong). In the wider sense background knowledge is always important to establish the informativeness of any object (including documents and texts).

Buckland (1991, p. 50) finds, that "It follows from this that the capability of being informative, the essential characteristic of information-as-thing, must also be situational".

Hjørland used this view as point of departure:
"The domain analytic view develop this view further: users should be seen as individuals in concrete situations in social organizations and domains of knowledge. A stone on a field could contain different information for different people (or from one situation to another). It is not possible for information systems to map all the stone's possible information for every individual. But people have different educational backgrounds and play different roles in the division of labor in society. A stone in a field represents typical one kind of information for the geologist, an other for the archeologist. The information from the stone can be mapped into different collective knowledge structures produced by e.g. geology and archaeology. Information can be identified, described, represented in information systems for different domains of knowledge. Of course, there are much uncertainty and many and difficult problems in determining whether a thing is informative or not for a domain. Some domains have a high degree of consensus and rather explicit criteria of relevance. Other domains have different, conflicting paradigms, each containing its own more or less implicate view of the informativeness of different kinds of information sources.

Conclusion: The analysis of the concept of information made above implies that informational objects should not only be analyzed and described according to an objectivistic epistemology. It is not sufficient to describe information according to universalistic principles, as permanent, inherent characteristics of knowledge. Instead, information must be analyzed, described and represented in information systems according to situational, pragmatic and domain-specific criteria." (Hjørland, 1997, p. 111).

A similar theoretical position was independently developed by Goguen, 1997, who used the following incipt:

It is said that we live in an Age of Information, but it is an open scandal that there is no theory, nor even definition, of information that is both broad and precise enough to make such an assertion meaningful.

Since I developed that understanding of information Karpatschof (2000) developed an understanding which is more general and supplements my original understanding:

Karpatschof introduces the concept of release mechanisms, being systems or organisms having at their disposal a store of potential energy; the systems are “designed” to let this energy out in specific ways, whenever triggered by a signal fulfilling the specifications of the release mechanism. The signal that triggers a certain release mechanism is a low energy phenomenon fulfilling some release specifications. The signal is thus the indirect cause, and the process of the release mechanism the direct cause of the resulting reaction, which is a high-energy reaction compared to the energy in the signal. Information is thus defined as a quality by a given signal relative to a certain mechanism. The release mechanism has a double function: (1) it reinforces the weak signal and (2) it directs the reaction by defining the functional value of a signal in the predesigned system of the release mechanism. (see further discussion in Hjørland, 2007).
A simple suggestion is: *Information is what is helping answering questions.* This underlines that something is only information in relation to a given or potential question. The nature of that question must be considered in any study of information. This is equivalent with Bateson’s (1973) famous definition “information is a difference that makes a difference” (for somebody or something).

3. The discipline(s) studying information

The *American Society for Information Science and Technology* (ASIST) is probably the most important organization in information science. It was originally termed *American Documentation Institute* (founded in 1937) but shifted its name to "American Society for Information Science" / "ASIS" in 1968 and shifted again to its present name in 2000.

Such name shifts are seldom motivated by theoretical arguments put forward in the literature. They seem often tactically motivated. The word information has (or has had?) an aura of prestige. As Spang-Hanssen wrote in 1968:

> “It might be that the word information is useful in particular when we try to raise our professional status in relation to other professions; it sounds smart and imposing and gives an air of technicality. I find no moral objections to this sort of use of words; language is certainly not only for informative uses”

And further:

> “The word information – and combinations like information retrieval, information center – have definitely contributed to raise the public opinion of library and documentation work, which is generally held to be a little dull, dusty and distant from what is actually going on in society. Maybe it should be wise to leave the word information there, were it not for the fact – already mentioned – that several attempts have been made to define information as a formal term relative to documentation and information work, and there have even been attempts to define information as some measurable quantity, corresponding to questions of the type: How much information was retrieved by the search?” (Spang-Hanssen, 2001).

I do not agree with Spang-Hanssen that it is OK to use scientific terminology in a way that is not theoretically founded, but just tactically motivated. I believe much confusion and harm have been done in the history of the field because of this irresponsible use of terminology. A field should not be dominated by what Sparck Jones (1988) termed “Fashionable trends and feasible strategies,” but should be developed by scientific findings and academic arguments.

This tactical dissemination of confusion continues today: Sheila Webber is concerned with the tendency to change the titles in courses offered by British Universities on the masters level from 'information science’ to 'information management'.
"In course names, Information Management is the phrase in the ascendant. This is most obvious when looking at UK undergraduate course titles. ‘Engineering: Electrical and Information Sciences’, which is the only course [out of 74] to mention IS. None of the other courses use this phrase. ‘Information management’ is the title of 38 courses. There are 18 course titles using the word ‘studies’, e.g. ‘Information Studies’, ‘Information and Library Studies’. Of the 56 courses mentioning information management or studies, 45 are dual degrees with a subject obviously outside the discipline, e.g. ‘Information Management and Business Studies (the most popular combination).“ (Webber, 2003, 325-326).

She finds that this tendency is connected to fads and social trends, that the term "management" is popular whereas the term "science" is not popular when it comes to attracting students. She further asks (p. 328) "’Library and Information Management’: is it merely an umbrella term and administrative convenience? Is it a new name for IS? Is it a different discipline?"

The same question may be put to a lot of fields using words like “knowledge” and “information”; there is a tendency to change the term from knowledge organization to information organization or information architecture. The term IO is now used, for example, at the School of Information Studies at the University of Wisconsin-Milwaukee, which a few years ago termed the same field knowledge organization. Other examples are information management and knowledge management etc. When is a field an identity different from another field?

Søren Brier’s (2008) book Cybersemiotics: Why Information Is Not Enough got very fine book reviews and certainly deserved so. However, the question of identity pops up again. One reviewer wrote:

“This is, to my knowledge, the best book in the field. I recommend it emphatically. But the question has to be answered: What is the field in which this book excels so outstandingly?” (Hofkirchner, 2009, 179).

The papers citing Brier (2008) were 2011-04-01 distributed as follows (duplicates included):

<table>
<thead>
<tr>
<th>RANK No.</th>
<th>Items</th>
<th>%Ranked</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>58.8%</td>
<td>PHYSICS, MULTIDISCIPLINARY</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>17.6%</td>
<td>PHILOSOPHY</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>05.9%</td>
<td>BIOLOGY</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>05.9%</td>
<td>RELIGION</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>05.9%</td>
<td>SOCIAL ISSUES</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>05.9%</td>
<td>SOCIAL SCIENCES, INTERDISCIPLINARY</td>
</tr>
</tbody>
</table>

---end of results---
Library and information science is not represented!!

4. Some names used for ‘the discipline(s)’ (the same discipline??)
In table one is a list of near synonyms to the discipline library and information science. The first time the term was used is indicated (but almost all terms are still in use). Their definitions and relations are not well considered in the literature. For example is Bottle’s article “Information Science” (2003) in International Encyclopedia of Information and Library Science and Fourman’ (2003) article “Informatics” in the same encyclopedia written without indication of the relation between these terms. It is as if the authors do not know each others’ labels and write as if their own label alone covers the study of information phenomena.

I find the situation somewhat problematic, and also unethical: students offering a grade have a right to expect that there is some clarity about what that grade is, and how it is related to other fields of study.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Some synonyms or near synonyms to ‘library and information science’</td>
</tr>
<tr>
<td>(Based on Olausen, 2004, pp. 99-135)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>- Library Science:/Library Studies/Librarianship, about 1800.</td>
</tr>
<tr>
<td>- Bibliography/Science of bibliography, about 1900.</td>
</tr>
<tr>
<td>- Documentation/Documentation Science/Documentation Studies, about 1900.</td>
</tr>
<tr>
<td>- Information Technology (IT)/Information and Communication Technology, (ICT), about 1945.</td>
</tr>
<tr>
<td>- Information Science (IS); Information Sciences; Information Studies/Information Science and Technology, about 1955.</td>
</tr>
<tr>
<td>- Informatics, about 1962.</td>
</tr>
<tr>
<td>- Cultural Science(s), about 1970.</td>
</tr>
<tr>
<td>- Library and Information Science (LIS), Library and Information Sciences2 or Library and Information Studies, about 1970.</td>
</tr>
<tr>
<td>- Information Resources Management (IRM)/Information Management, IM/ Library and Information Management/ Knowledge Management (KM), about 1975/about 1995.</td>
</tr>
<tr>
<td>- Archives, Library and Museum Studies (ALM), about 2000</td>
</tr>
</tbody>
</table>

These names are related to metatheories and disciplines in the way that a given name indicates (implicitly) some views about the content, the approaches and the related fields.
5. “Metatheories” in library and information science


1. A historical approach.
2. A constructivist approach.
3. A constructionist or discourse-analytic approach.
4. A philosophical-analytical approach.
5. A critical theory approach.
6. An ethnographic approach.
7. A socio-cognitive approach.
8. A cognitive approach. NB!
10. A physical approach.
11. An engineering approach.
12. A user-centered design approach.
13. An evolutionary approach.

These metatheories may be supplemented with others, ‘A behavioral approach’ (cf., Bates, 2007) and ‘pluralism’ (Mai, 2010).

6. Related fields

Which related disciplines LIS draws on can be analyzed empirically through maps based on co-citation analysis. However it depends on the researchers’ theoretical orientations and thus on the dominating “paradigms” in the field. The related disciplines include:

- Computer science (including “Artificial Intelligence”)
- Communication studies
- Epistemology
- Linguistics (including computer linguistics, languages for special purposes, and lexicography, semantics)
- Mathematics and statistics
- Psychology and “cognitive science"
- Science studies
- Semiotics
- Sociology (especially the sociology of science)
- etc.

7. Conclusion

Concepts, such as ”information” are constructed within social discourses, often scientific and scholarly disciplines. They are often exchanged across the borders of discourses and disciplines, but each field has to select and develop concepts that support its goals and values. Concepts are not constructed one at a time, but when a new theory or “paradigm” appears, the set of fundamental concepts is changed.
Therefore, we cannot start by defining “information” and then proceed from that definition. We have to consider which field we are working in, and what kind of theoretical perspectives are best suited to support our goals.

There has been a tendency to regard natural sciences, especially physics, the ideal science and to borrow its concepts also in discourses about human and social issues. There is a clear ideological tendency and danger considering in human beings objects rather than subjects. This has been the case first with behaviorism, later with cognitive science, the field that made the concept of information and information processing central in many social sciences, including library and information science. There have been many debates about this, and I put myself in line with Frohman (1990, 2004) and Brier (2008) and thus consider alternatives such as discourse analysis and semiotics important alternatives to all theories derived from or associated with an objective understanding of information (as often associated with Shannon’s information theory).
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